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ABSTRACT

The DEBS 2014 Grand Challenge targets the monitoring and prediction of energy loads of smart plugs installed in private households. This paper presents details of our middleware solution and efficient median calculation, shows how we address data quality issues, and provides insights into our enhanced prediction based on hidden Markov models.

The evaluation on the smart grid data set shows that we process up to 244k input events per second with an average detection latency of only 13.3ms, and that our system efficiently scales across nodes to increase throughput. Our prediction model significantly outperforms the median-based prediction as it deviates much less from the real load values, and as it consumes considerably less memory.

Categories and Subject Descriptors
C.2.4 [Computer-Comm. Networks]: Distrib. Syst.—Distrib. Applications; D.1.3 [Programming Techniques]: Concurrent Programming—Distributed Programming

Keywords
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1. INTRODUCTION

Complex Event Processing (CEP) and Event-based Systems (EBS) are the methods of choice for a near-realtime reactive analysis of data streams in many applications such as surveillance, sports, RFID-systems, stock trading, etc. [1].

The purpose of the ACM DEBS Grand Challenges is to create a framework to challenge event-based systems on real world data sets and to score solutions by application-specific evaluation criteria. In 2014 the focus is on distributed and scalable load monitoring and prediction in smart grid environments [2]. Data is collected from smart plugs in private households. Our solution is based on the EventCore event processing system that we originally developed to analyze position data in soccer games [3].

The remainder of this paper is organized as follows. Sec. 2 describes and formalizes the problem before Sec. 3 presents our contributions:

• We outline the key concepts of the EventCore middleware architecture and its internal processing (Sec. 3.1).
• We shed light on our solution and provide details of our efficient median calculation on data streams (Sec. 3.2).
• We show how to address data quality issues (Sec. 3.3).
• We present our enhanced prediction model that is based on a hidden Markov model derivate (Sec. 3.4).

Sec. 4 evaluates our system implementation on the real world smart grid data set. Our solution performs well and meets the grand challenge evaluation criteria. Our solution efficiently processes thousands of events per second with low latency. It scales across several machines. Its prediction model forecasts loads much more accurately with less memory than the proposed median-based prediction. Sec. 5 reviews related work before Sec. 6 concludes.

2. PROBLEM DESCRIPTION

This year’s challenge seeks to demonstrate the applicability of event-based systems to scalable, real-time analytics of high volume sensor data. The scenario originates from the smart grid domain and addresses the analysis of energy consumption measurements. This section describes the data set (Sec. 2.1) and the requested queries (Sec. 2.2).

2.1 Data Description

The data is synthesized from real-world profiles collected from a number of smart-home installations in Germany. In the hierarchically structured data houses denote the topmost entities and consist of several households, each of which has several smart plugs. Each smart plug provides two measurements: the current load in Watt (W) and the work accumulated from the start (or reset) of the sensor in kilowatt hours (kWh). A data element in the input stream is a 7-tuple:

(id, ts, value, property, plug_id, household_id, house_id).

where id identifies a measurement, ts is its time stamp, the float value is the measurement, the property defines the type of the measurement, i.e., either load or work, plug_id identifies a plug in household_id of house_id.
In total 2,125 plugs were installed in 40 houses. Data acquisition started Sept. 1, 2013 00:00:00, ended Sept. 30, 23:59:59, and yielded about 4,055 million data entries.

2.2 Query Description

The grand challenge asks for two queries: (1) a short-term load forecast, and (2) a load statistics evaluation.

For individual plugs and houses **Query 1** forecasts the future load based on both the current load measurements and a model which is trained on historical data. Such a forecast can be used to adapt the energy production levels. The model is suggested in the Grand Challenge specification.

The model breaks the full acquisition time into N slices \( s_i \), \( i \geq 0 \), of \( |s| \) seconds length each. Hence, \( s_i \) spans the time interval \( s_i = [t_{s_i}^{\text{start}}, t_{s_i}^{\text{end}}] \) or \( [t_{s_i}^{\text{start}}+i\cdot|s|, t_{s_i}^{\text{start}}+((i+1)\cdot |s|)-1] \), where \( t_{s_i}^{\text{start}} \) is the time stamp of the first measurement. Whenever a plug sends an event \( e_i \in s_i \), the model predicts the average plug load \( L \) on the upcoming slice \( s_{i+2} \) as

\[
L(s_{i+2}) = \frac{1}{2} \cdot (L(s_i) + \text{median}(L(s_j) | j = i+2n-k)),
\]

where \( L(s_i) \) is the average load of slice \( s_i \). If the data of \( n \in \mathbb{N}^+ \) previous days is in the data set, with \( k \) as the number of slices in any 24 hour period, the second term is the median of the loads of all previous slices with the exact same time of day. To predict loads of houses, the averages of the plug’s loads are summed up.

The query applies time slices of 1, 5, 15, 60, and 120 minutes length. The format of the plug-based output is

\[
(ts, \text{plug}_i, \text{house}_i, \text{predicted}_i, \text{load}_i)
\]

where \( ts \) is the start time of the slice and \( \text{predicted}_i \) is the value \( L \). For houses output events are encoded as

\[
(ts, \text{house}_i, \text{predicted}_i)
\]

Query result events are to be generated every 30 seconds.

**Query 2** finds outliers in the energy consumption. For each house the query yields the percentage of plugs whose median load is above the median load of all installed plugs.

Whenever a plug sends an event the query generates two outputs, one for a sliding window of one hour and one for a window of 24 hours. If the percentage of outliers remains unchanged, the output is suppressed. Output is formatted as

\[
(ts_{\text{start}}, ts_{\text{stop}}, \text{house}_i, \text{percentage})
\]

where \( ts_{\text{start}} \) and \( ts_{\text{end}} \) are the time stamps of the first and last plug events in the window.

3. SOLUTION

This section describes the key ideas of our solution, our data quality handling, and our enhanced prediction model.

3.1 EventCore Middleware Architecture

The EventCore event processing middleware provides a scalable publish/subscribe infrastructure for loosely coupled event-based software components and manages event dissemination between event detectors, i.e., instances of stream operators. Fig. 1 illustrates the basic architecture. Detectors receive events either from the network or from other detectors that run on the same machine. When the middleware receives an event it inserts it into a lock-free ring-buffer.

3.2 Query Implementation

To achieve the required output we split the queries into several parts, see Fig. 2. We load the **PLUG.VALUE** data on a machine and disseminate the streams over the network. There is one Complete Median detector running in the system. A Fabric event detector runs on every machine. It adaptively creates instances of the **Prediction** and **Outlier** detectors (depending on the actual plug and house ids that occur in the input). There are at most 40 instances of the **Outlier** and **House Prediction** detectors (one per house) and at most 2,125 instances of the **Plug Prediction** detector. Each detector is configured to handle its particular subset of plug values. The **Plug Prediction** and **House Prediction** detectors generate the Query 1 results, see Sec. 3.2.1. The **Outlier** detector produces the Query 2 results (using **MEDIAN** and **PLUG.VALUE** events), see Sec. 3.2.2.

3.2.1 **Query 1: Load Prediction**

For the load prediction query we combine two operators in the **Plug Prediction** detector: (1) a window-based filter that collects measurements from a plug/house to deduce the average load value for the current slice, and (2) a prediction operator that takes the average and the median of old averages to predict the load of a future slice.

The first operator is a simple \( O(1) \) average filter that sums up the loads in the current slice and divides this value by the total number of measurements in that slice.

The second operator holds a history of the previously derived averages for a given plug and collects the set of slices that are relevant for the prediction whenever a new slice starts. The list of averages and also the median remain fixed for the duration of the slice.

1 If we have fast hard disks we may also load the file directly into memory and then only disseminate the time stamps.
The counter tells how often its load value appears in the current sliding window. Whenever a load value is inserted or deleted, starting from the median element a binary search finds the correct position in the tree to update the counter. The median element always has a counter of 1, and possibly existing nodes with equal load exist on the left and the right side of the median. If the load value does not yet exist we insert a new node. If a counter is decremented to 0 the node is dropped from the buffer. As soon as the time stamps of the oldest measurements are below t-|s| they are dropped on the other end.

The second data structure is a binary AVL-tree-based indexing structure sorting the load values in the buffer. It is updated whenever values enter or leave the FIFO-buffer. Each element has both a load value and a histogram counter. The counter tells how often its load value appears in the current sliding window. Whenever a load value is inserted or deleted, starting from the median element a binary search finds the correct position in the tree to update the counter. The median element always has a counter of 1, and possibly existing nodes with equal load exist on the left and the right side of the median. If the load value does not yet exist we insert a new node. If a counter is decremented to 0 the node is removed from the tree.

Because of the binary AVL-tree structure the algorithm has a complexity of $O(\log n)$ for look-up, insertion, and deletion. This includes rebalancing and the potential updating of the median pointer. The median itself is queried in $O(1)$.

The per-house prediction subscribes to all relevant plug prediction events. As the average load $\bar{L}(s_i)$ is calculated analogously to the averages of the plug, we can simply sum up the particular plug predictions and publish a single event for the load prediction of all the plugs in a house.

### 3.2.2 Query 2: Outliers

The outlier query consists of three operators: (1) a complete median that calculates medians for 1- and 24-hour windows. To derive the median efficiently we implemented an adaptive histogram-based filter that works on a sliding window and that uses the two data structures shown in Fig. 3.

The upper data structure is a FIFO-based ring-buffer that stores the load values measured over the last $|s|$ seconds. In Fig. 3 at time $t_s$ the loads 18.53 and 16.26 were received. New load values are added on the right hand side of the buffer. As soon as the time stamps of the oldest measurements are below $t-|s|$ they are dropped on the other end.

The second data structure is a binary AVL-tree-based indexing structure sorting the load values in the buffer. It is updated whenever values enter or leave the FIFO-buffer. Each element has both a load value and a histogram counter. The counter tells how often its load value appears in the current sliding window. Whenever a load value is inserted or deleted, starting from the median element a binary search finds the correct position in the tree to update the counter. The median element always has a counter of 1, and possibly existing nodes with equal load exist on the left and the right side of the median. If the load value does not yet exist we insert a new node. If a counter is decremented to 0 the node is removed from the tree.

Because of the binary AVL-tree structure the algorithm has a complexity of $O(\log n)$ for look-up, insertion, and deletion. This includes rebalancing and the potential updating of the median pointer. The median itself is queried in $O(1)$.

The per-house prediction subscribes to all relevant plug prediction events. As the average load $\bar{L}(s_i)$ is calculated analogously to the averages of the plug, we can simply sum up the particular plug predictions and publish a single event for the load prediction of all the plugs in a house.

![Figure 3: Adaptive median algorithm.](image-url)
3.3 Handling Data Quality Issues

As the plug’s data transmission is sometimes interrupted the streams may have gaps. This is obviously a problem as the prediction of $L(s_{i+2})$ needs the $L(s_i)$ stream. But the predictions of $L(s_{i+2+n,k})$ also need the stream values of previous days. Missing data can cause miss-predictions.

Between time stamps 15 and 26 in Fig. 5 the transmission is interrupted (grey area). Both the load (dashed line) and the work (dotted line) values are missing/lost. As the plugs continue to measure the accumulated work even in a gap it is possible to reconstruct the missing loads when transmission is back, at least approximately.

To cover such gaps in the sensor data streams we employ additional event detectors that compensate the missing data. There is an operator for every plug’s data stream that permanently reconstructs missing load values and that transparently inserts them into the data stream for subscribing detectors. Hence, the subscribers do not even recognize that there was a gap in a plug’s data stream.

For the approximation we first reconstruct the work before ($w_1$) and after ($w_2$) the gap. We achieve this by adding the aggregated load values between the last work update and the beginning of the gap to the current work value. The actual work value at the end of the gap is calculated vice versa as soon as the work value is updated later on. The average load during the gap can be derived from the linear approximation but instead try to mimic a switching approximation of the work as $w_{avg} = (w_2-w_1)/(t_2-t_1)$.

But for reconstructing the missing load we do not use a linear approximation but instead try to mimic a switching behavior. Under the assumption of (at most) a single switch this switch needs to be at time stamp $t_s = t_1 + \frac{(t_2-t_1) (t_{avg} + t_2)}{t_1 + t_2}$ to achieve the average load. The detector calculates $t_s$ at the end of the gap, and sends the appropriate correction events so that other detectors can reconstruct their load measurements, i.e., their history appropriately. If the work value $w_2$ after the gap is below $w_1$ the sensor must have been reset. Then we do not attempt reconstruction.

3.4 Enhanced Prediction Model

The median-based load prediction model as suggested in the Grand Challenge description can be improved for more accurate forecasts. For Query 1 we propose to use a variant of a hidden Markov model (HMM) instead of the suggested model. Our HMM no longer breaks the measurement time into time slices but instead predicts the loads continuously.

The hidden states of the HMM describe the behavior of the consumer that is connected to a particular smart plug. Assume there is one consumer per plug. To model energy consumption and hence the load of a plug there are three parameters: (1) the average load, (2) the duration of use, and (3) the turn-on-time on a day. We model (1) and (2) with a parameterized normal distribution, and (3) with a cyclic von Mises-Fisher distribution (defined by a distribution center and a concentration factor), see Fig. 4. A detector extracts the information from the data streams and uses it to train the HMM over one week of runtime. For better sequence modelling, an additional event detector converts the raw sensor data into a sequence of consumer events $S \in \{C_1, \ldots, C_j\}$ that are then used to train the HMM.

Because of its simple left/right-architecture we can only step strictly forward through the HMM. But we may start and terminate in each of its states that continuously emit predictions for the average load, the average duration, and the turn-on-time of its energy consumers.

After its training the HMM detector predicts loads by first calculating the state probabilities $P(s_i|S,t)$, i.e., the probabilities for being in state $s_i$ at time $t$ for an observed sequence $S \in \{C_1, \ldots, C_j\}$. The prediction component then derives the most probable load for the prediction time $t'$ by propagating the current weighted state probabilities through the model’s states. This is achieved by multiplying them with the transition probabilities that are based on the distributions of the duration and turn-on-times. The state $s_i$ that maximizes the probability predicts the load for time $t'$.
4.1 Throughput Evaluation

We measure the throughput by increasing the speed of streaming the sensor data into our event processing system (without overloading it). Tab. 1 shows the throughput measurements per query and workload as requested in [2]. We start the event processing systems and deactivate the processing for the particular houses in order to achieve the requested workload measurements. The baseline, i.e., the lowest throughput, is used to derive the relative throughput gain for the other configurations. For instance, Query 1 runs 3.69× faster on 10 instead of 40 houses at a time.

For Query 1 we achieve the best throughput with a workload of 10 houses (we replay the data 300× faster than real time). The average is 244k events/sec. and the 10th and the 90th percentile only differ by 2k and 1k events/sec. If we increase the workload, i.e., the number of processed houses the adaptively generated additional event detectors consume more CPU power which slightly reduces the throughput.

As Query 2 consumes more CPU power (there are more medians and operators) the throughput is slightly lower. However, we still process 220k events/sec. with a workload of 10 houses and 62k events/sec. on the whole data set.

We also run our system with all event detectors activated. In that case the average throughput is 123k events/sec. on average (133k and 140k for the 10th and 90th percentile) to process query 2 which is 2.18× better than on a single machine.

4.2 Latency Evaluation

In general we reach latencies well below 100ms, see Tab. 2. The latency of Query 1 is a little higher because of the large number of event detectors our system needs to manage. The overhead of event detectors is negligible for the performance of Query 2. The Plug Prediction detectors have very low complexity and hence very low latencies on average. The latencies for running Query 1 and 2 together are similar as the operators do not depend on each other.

4.3 Prediction Model Evaluation

To evaluate the prediction model we took a specific plug (house 33, household 1, plug 2) and used week 1 of the data to train our HMM. We then configured a prediction time of 120 minutes, i.e., the largest window that is used by the initially proposed Plug Prediction detector. Fig. 7 shows the load in Watts over 72 hours (3 days) in week 2. The results show that both the median-based and the HMM-based prediction forecast the load very well. However, the HMM-based prediction is slightly better, as it forecasts the load correctly on the first try. In contrast, the median prediction often shows a few steps before it reaches the correct load value, see the second large peak for instance. This is because the turn-on-time varies on previous days. Similar, notice the steps of the median prediction after the last peak. While the HMM forecasts a load correctly earlier.

Our HMM-based prediction only consumes a few float values to parameterize the distributions and hence scales for a large number of plugs. The runtime performance of the HMM prediction is similar to that of the median-based prediction (the HMM must calculate a limited number of state probabilities per time unit and the median prediction must derive the median from a limited number of historical averages). Thus although it is more efficient with respect to throughput of 135k events/sec. on average (133k and 140k for the 10th and 90th percentile) to process query 2 which is 2.18× better than on a single machine.
resource consumption, the HMM prediction also slightly outperforms the median-based prediction model.

5. RELATED WORK

We first describe related work on online median filtering before we give an overview of smart grid load forecasting.

There is numerous work that deals with the efficient calculation of medians. However, most of the existing work cannot be used for data streams as it is either batch-oriented or because it only provides imprecise results [6, 7]. Distributed algorithms [8] may scale across threads and machines but are still no valid option for large windows. Instead, we adopted general purpose algorithms and derived the medians efficiently for each of their specific tasks.

Although the technical abilities and efficient communication infrastructures that allow data stream analysis in smart grids are relatively new [9], work on load forecasting and outlier detection dates back to the early 90s [10]. Artificial neural networks (ANN) [11] have been very popular back then before Hippert et al. [12] analyzed the ANN approaches and identified serious lacks of testing completeness. Other recent methods to forecast load or to identify outliers are Support Vector Machines [13] or linear discriminant analysis (LDA) [14]. For this paper, we adopted hidden Markov models that are successfully applied to other several smart grid challenges [15].

6. CONCLUSION

Our solution to the DEBS Grand Challenge is based on a scalable publish/subscribe-based middleware infrastructure where new operators are created on demand. Our approach scales across several machines to achieve higher throughput while keeping the latency small.

We also went extra miles and showed how to handle data quality issues by reconstructing missing measurements. We presented our prediction based on hidden Markov models that not only outperforms the median prediction but also uses much less memory (as history is encoded in the model).

In the future we enhance our prediction to adapt the model at runtime to continuously changing plug behaviors.
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